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What is Hugging Face
● Founded in 2016
● Started as a chatbot company…
● … but pivoted to open-source and open-science
● 250 employees



What is Hugging Face
● Home of open, collaborative machine learning (“Github of AI/ML”)



Used everywhere in the AI world

Open source contributors

Hardware partners

Cloud partners

15,000+ startups and enterprises 

On-prem partners

Hugging 
Face



Integrated with the ML ecosystem
Model in 

production
100,000+ datasets 

on the hub

1,000,000+ models 
on the hub

No-code AutoML

Managed 
Inference on 
AWS, Azure 

and GCP

Hosted ML applications

HW-accelerated 
training & inference

Deploy
anywhere

Open Datasets

Open Models

Transformers

Accelerate

Optimum

Diffusers

Amazon
SageMaker

Hugging Face
on Azure

NVIDIA
DGX Cloud

Cloud Platforms

Google
 Cloud



Hugging Face ecosystem



The rise of (open) LLMs
2018: BERT
2019: RoBERTa, GPT-2
2020: T5
(...)
2024: open LLMs from
● Meta
● Google
● Cohere
● Mistral
● Alibaba
● …



The rise of (open) LLMs
LLM families

Open models Fully open models

model weights not available

● can’t run the model locally

● no access to model’s internals

● limits fine-tuning abilities

no access to training data or code

● who’s data is in the dataset?

● benchmark contamination

● limits scientific reproducibility

full access to model/code/data

● competitive edge

● liability issues

● maintenance

Closed models



The rise of (open) LLMs
Open vs. closed

Open-Source Closed / Proprietary 
Security Models can be self-hosted, data stays in your environment Models cannot be self-hosted. Data is sent outside your 

environment to vendor

Control The timing and nature of updates are controlled by you Updates and changes to performance can
happen without notice

Customization Full source code access to customize the model for your needs Limited ability to customize for your needs

Transparency Inspect code and data provides better auditability and 
understandability No ability to audit or understand performance

Cost Typical lower long term cost due to smaller model size larger model size and proprietary premium often balanced by 
decreased cost from server-side optimization

Latency Lower latency due to on premise and smaller model sizes Often greater latency due to larger model sizes + API latency

Quality No single approach is best. Each use case will vary. Proprietary is typically closer to the frontier of performance.

Examples



The rise of (open) LLMs

Pro of open-source: easy 
to fine-tune
● oftentimes boosts 

performance on 
particular domain/task

● E.g. text-to-SQL

https://huggingface.co/defog/sqlcoder-7b-2


The rise of (open) LLMs

Pro of open-source: easy 
to fine-tune
● oftentimes boosts 

performance on 
particular domain/task

● E.g. function calling

https://huggingface.co/Salesforce/xLAM-8x22b-r


The rise of (open) LLMs

Pro of open-source: easy 
to fine-tune
● oftentimes boosts 

performance on 
particular domain/task

● E.g. data extraction

https://huggingface.co/numind/NuExtract-1.5


The rise of (open) LLMs

How to fine-tune?
● LoRa



The rise of (open) LLMs

How to fine-tune?
● Q-LoRa



The rise of (open) LLMs

How to fine-tune?
● Tooling:

○ PEFT
○ TRL

● Highly recommended:
○ Alignment Handbook

https://github.com/huggingface/alignment-handbook/tree/main


The rise of (open) LLMs

How to deploy?
● Serverless vs. self-hosted



The rise of (open) LLMs
Serverless
● Everything is managed for you
● Charge per token

○ E.g. $1 per 1 million tokens

API providers:
● OpenAI/Azure OpenAI
● Anthropic/AWS Bedrock
● Google/Vertex AI
● Together
● Fireworks
● Groq
● …



The rise of (open) LLMs
Self-hosted
● You own the model
● Charge per GPU hours

○ E.g. $1 per GPU 
hour

Tooling:
● vLLM/TGI
● Docker
● Kubernetes/Cloud Run 

(GCP)
● 1 or more GPUs
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Self-hosted
● You own the model
● Charge per GPU hours

○ E.g. $1 per GPU hour

Tooling:
● vLLM/TGI
● Docker
● Kubernetes/Cloud Run (GCP)
● 1 or more GPUs Source

https://cloud.google.com/kubernetes-engine/docs/tutorials/serve-gemma-gpu-vllm
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The rise of (open) LLMs
Self-hosted
● You own the model
● Charge per GPU hours

○ E.g. $1 per GPU hour

● Once deployed, can be called 
using OpenAI API

Source: vLLM

https://docs.vllm.ai/en/latest/serving/openai_compatible_server.html


The rise of (open) LLMs
Self-hosted
● You own the model
● Charge per GPU hours

○ E.g. $1 per GPU hour

● Really cool use case:
○ Multi-LoRa serving

Blog post

https://huggingface.co/blog/multi-lora-serving


The rise of (open) LLMs
Self-hosted
● You own the model
● Charge per GPU hours

○ E.g. $1 per GPU hour

● Really cool use case:
○ Multi-LoRa serving

Base model
(e.g. Llama-8B)

LoRa for SQL 
generation

LoRa for translation

LoRa for 
summarization



The rise of (open) LLMs
Self-hosted
● You own the model
● Charge per GPU hours

○ E.g. $1 per GPU hour

● Really cool use case:
○ Multi-LoRa serving

Source: Apple

https://docs.google.com/file/d/1EOHKg3LrdeOtVTSVpxkkCU9v0CPZS1vD/preview
https://docs.google.com/file/d/1EOHKg3LrdeOtVTSVpxkkCU9v0CPZS1vD/preview
https://machinelearning.apple.com/research/introducing-apple-foundation-models


The rise of (open) LLMs
Self-hosted
● You own the model
● Charge per GPU hours

○ E.g. $1 per GPU hour

● Really cool use case:
○ Multi-LoRa serving

Source: Apple

https://machinelearning.apple.com/research/introducing-apple-foundation-models


Current trends
LLMs:
● Train larger models
● Train small models
● Improve reasoning
● Train models to use your computer
● Extend with vision
● Extend with voice

Image/video generation:
● Impressive releases

Robotics:
● Huge interest in humanoids



Current trends
● Train larger models

○ More parameters



Current trends
● Train larger models

○ Longer context 
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Current trends
● Train larger models

○ More compute
compute ≈ data x model size

Dataset
(Billion Tokens)

Model size
(Billion Parameter)

GPT 1: 1-2 0.11

GPT 2: 10-20 1.4

GPT 3: 300 175

GPT 4: 10’000 1’800 

100x

2000x

300x

GPT-4 cost: ~$100M Dollars

Compute: 



Current trends
● Train larger models

○ More compute



Current trends
● Train small models



Current trends
● Train small models



Current trends
● Train small models

● Demo: https://x.com/awnihannun/status/1852400317717197254 

https://x.com/awnihannun/status/1852400317717197254


Current trends
● Improve reasoning

● Go beyond text generation:
○ Problem solving
○ Sophisticated reasoning
○ Agents

 



Current trends
● Improve reasoning

● Go beyond text generation:
○ Problem solving
○ Sophisticated reasoning
○ Agents

 



Current trends
● Train models to use your 

computer
○ Handle task autonomously

● Like RPA, but powered by a 
Transformer 

https://docs.google.com/file/d/1S7ez8BiO30Yw8u3sR3VfV86qjqlACQLs/preview


Current trends
● Extend with vision

○ Document AI



Current trends
● Extend with voice

○ Speech-to-speech use cases
○ “Talk with an AI”



Current trends
● Image/video generation:

● Flux: open model
○ Schnell
○ Dev
○ Pro



Current trends
● Image/video generation:

● Flux
○ Easy to fine-tune (LoRa)
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Current trends
● Image/video generation:

● Flux
○ Easy to fine-tune (LoRa)

● Product marketing



Current trends
● Image/video generation:

● Meta’s MovieGen, Kling.ai, 
Runway,...

https://ai.meta.com/research/movie-gen/

“A woman DJ spins records on a rooftop in 
LA. She is wearing a pink jacket and giant 
headphones. There is a cheetah next to the 
woman. The background is a cityscape.”

https://docs.google.com/file/d/192HPEfrC0WscLJfGYkPuHyu8UBwrF4fO/preview
https://ai.meta.com/research/movie-gen/


Current trends
● Image/video generation:

● Meta’s MovieGen, Kling.ai, 
Runway,...

Flair.ai combined with Kling.ai

https://docs.google.com/file/d/1lSCTfSBRMR3YPmNxGaYV8nTcGIMOmKfH/preview


Current trends
● Robotics

● Huge interest in humanoids

https://docs.google.com/file/d/1Q4fV8i9gzITUYnySBxqZfuF5xNlejcHP/preview


Current trends
● Robotics

● LeRobot: democratizing robotics



Current trends
● Robotics

● LeRobot: democratizing 
robotics

https://docs.google.com/file/d/1e6khHRX1hYQf1TqIFJc_HAzK277zBY3Z/preview


Business cases
Most popular ones at 

● RAG chatbots
● Structured data extraction
● Voice agents



Business cases
● RAG chatbots

○ Allows to “chat with your data”



Business cases
● RAG chatbots

○ Allows to “chat with your data”
○ Useful for

■ Internal employees
■ Customer support

● Benefits of RAG:
○ Grounded answers
○ Reduced hallucinations



Business cases
● RAG chatbots

○ Allows to “chat with your data”
○ Useful for

■ Internal employees
■ Customer support

● Guardrails: important!
○ Avoid situations like this:



Business cases
● RAG chatbot developed at 

https://docs.google.com/file/d/1UwM4V8PocPJTIjWS2KXMLipB_sXEL61R/preview
https://docs.google.com/file/d/1UwM4V8PocPJTIjWS2KXMLipB_sXEL61R/preview


Business cases
● Agentic RAG

○ Generalization of 
basic RAG

○ LLM has access to a 
set of tools

○ LLM decides itself 
which tool to call and 
when
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Business cases
● What is an agent?

○ LLM which has 
access to a set of 
tools
■ E.g. weather API
■ E.g. Google API
■ E.g. calculator

○ Can repeatedly call 
tools to achieve a 
certain goal

○ Often augmented with 
memory and 
planning (sketchpad)



Business cases
● Multimodal RAG

○ Generalization of 
RAG to images + text

https://docs.google.com/file/d/1Ic5pJcvXiApbYK5K4gDuSSr_NofY3Xf0/preview


Business cases
● Structured data extraction 

○ E.g. receipt → JSON
○ E.g. PDF → JSON

● Document AI

● Allows to parse key fields 
from documents



Business cases
● Voice agents

○ Audio in, audio out

● Use cases:
○ HR screening 
○ Receptionist
○ Arrange appointments 

for business owners 
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Business cases
● Voice agents

○ Audio in, audio out

● Use cases:
○ HR screening 
○ Receptionist
○ Arrange appointments 

for business owners 

https://docs.google.com/file/d/1-f70cvBJq8ZVqz4zd-G7RwJAorhtL_9n/preview


Thanks for your attention!

PS: connect with me!
@NielsRogge 


